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1. Introduction

We consider the recovery of 5
0 mean grav ity anomalies from the doppler

signal count In the ATS-6/GEOS-3 satellite to satellite tracking (SST) (NASA,
1974; Kaula, 1969). The doppler count was obtained at Rosman, N.C. in the
‘destruct’ mode (NASA, 1976). The actual data will be described in Section 3
Eddy and Sutermeister (1975, p. 43) have shown that the range-rate sum, l~(Mart In, 1972; Hajela, 1974) is directly obtained from the doppler count. We
accordingly consider f{~ to be the observat ions, which were used to predict
gravity anomalies using least squares collocation, according to procedures
developed in l~imme1, Hajela and Rapp (1976). These will be briefly recapitu-
lated in Section 1. 1.

The present study follows the Investigations by Hajela (1977) and considers
improved procedu res. The main change is the computation of the auto-covar-
lances of the ATS-6/GEOS-3 ‘line-of-s ight’ residual accelerations in the anom-
alous potential field, and the computation of the cross-covarlances of the re-
sidual accelerations with the 5

0 mean anomalies. This , and the other changes
will be outlined in Section 1.2 , and developed more fully in Section 2.

The numerical evaluation of these procedures will be described in
Section 3. The numerical evaluation is based on the initial state vectors for
ATh-6 and GEOS-3 for some of the ‘arcs ’ used by Marsh et als. (1977), which
were kindly supplied by Marsh (private communication, 1978). The predicted
anomalies will be compared with those obtained from the altimeter data (Rapp ,
1977), from the terrestrial observations (Rapp, private communication, 1978),
and also against the anomalies impl ied by the PGS-110 gravity field (Lerch,
1976). The last was the gravitational model employed in the ‘determination’
of the Initial state vectors (Marsh et als., 1977).

1.1 RecapitulatIon of Previous Investigations

The procedu re developed by Rummel et als. (1976) was to integrate the
equations of motion of ATS-6 and GEOS-3 In a low degree and order reference
gravitational field (spec ifIcally, potential coefficients up to degree and order
12 were used). This provided the Inert ial position and velocity coordinates of

• the satellites at any given time , and from which a computed value of range-rate
sum was obta ined In the reference field, U.

• (1. 1) ~ (Ri,~ + R~ + R~~+ &~)
where subscripts 1 and 2 refe r to ATh-6 and GEOS-3 respectively, and subscripts
u and d refe r to upward and downward range-rates (Haje la , 1974, p. 8).
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It was assumed that the reference field was adequate to fully describe the
motion of the ATS-6 satellite at a he ight of about 35,000 km above the earth’s
surface. if we then subtract R~ computed in the reference field U from the
observed value of range-rate sum, ft4~, In the actual gravitational field of the
earth, W, the residual range-rate ft

(1. 2) R = f ~° — ft~
describes the range-rate of GEOS-3 to ATS-6 in the anomalous gravitational
field, T:

(1. 3) T = W - U

The residual range-rate f~ was numer ically diffe rentiated to obtaIn residual
accelerations tt in the anomalous field T. Knowing the angle a between the
‘line of sight ’ GEOS-3 to ATS-6 and the radial direction at GE 06-3 from the
satellites ephemeris in the reference field ,we have the approximate relat ionship
(for details, see Section 2.1) :

(1.4) T,. ~ R / c o s a

where T~ ~T/~ r is the fIrst derivat ive of T In the radial direction at GEOS-3.

A set of T,. values, when the sub-satellite point of GEOS-3 is in the imme-
diate vicinity of a 50 anomaly, were then used to predict the residual anomaly,
Eg’, In the reference field U, us ing least squares collocation (Moritz , 1972) :

(1. 5) Ag’ = C~~,1 ,, (cT~,T ~ + D11 
Ir

where Ci~, ~ is the auto-cevariance matrix of vector Tr ,  (~~ , 
~~ 

is the transposed
vector of cross-covariances of T~ with the mean grav ity anomaly, and D is a
diagonal matrix representing the variance of observational noise in T~~ The V

predicted value Ag’ of the residual anomaly In the reference field could be
compared with its expected value, E( Ag’):

(1.6) E ( A g ’) = Ag~ - Ag.

where Ag 1 represents the gravity anomaly referred to an ell ipsoidal field,
e.g. Geodetic Reference System 1967, and available from, say, Rapp (1977);
and Ag~ is the gravity anomaly implIed by the potential coeffic ients (12, 12) of
the reference field U. (Rummel et als., 1976, p. 20).

The estimated standard deviation, t~~~ , , of the predicted anomaly is given V

by:

(1. 7) a~:, = C0 — t,. g* 1 
GAs , Tr

—2-
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where C0 is the variance of the res idual anomalies of that block size , and

(1. 8) = 
~~

Tr~~
Tr 

+ P
and other notation is the same as in equation (1.5).

It was found in Runimel et als. (1976) that the matrix C* could not be
inverted for zero standard deviation of noise in Tr .  The in’~irsion was numer-
ically stable for standard dev iation between 0.5 to 1 mgals, but the predicted
anomaly 4’ was damped, w ith low root mean square (R ,  M.S.) value, as the
standa rd deviation was increased to 2 mgals or larger. It was also found that
it was adequate to use Tr values within a spher ical distance of 3~5 from the
center of the 50 anomaly block , and very little improvement was found if
furthe r values within a spherical distance of 5

0 or 7~ 5 from the center of the
block were used. Finally, it was adequate to use Ir values at a time inte rval
of 30 seconds, instead of every 10 seconds.

These procedures (ib id. , 1976) were developed for simulated data w ith no
observational noise In R, and furthe r w ith no assumed errors in the initia l state
vectors of the two satellites. The effect of these errors was investigated by 

V

Hajela (1977) . The observational noise in R was filtered out by approximating
it by a cubic spl ine in the least squares sense, giving a smoothed representation
of ft which could then be analytically diffe rent iated to give I~. It was found that
a su itable representation was obtained If the knots of the spl ine were spec ified
at a fixed interval of 60 to 80 seconds. A shorte r spacing gave oscillating
values of R, while a longer spac ing gave damped values. The knots of the
spl ine are defined where two adjacent~ cubic polynomials , and their first and
second derivatives, assume the same value. It was also found that i~ values
at either ends of the spl ine had spuriously large values , and the spl ine should
thus be fitted to a larger data span than what is needed for the prediction of
anomalies.

The ‘determination ’ of the initial state vectors was a critical procedure.
These are determined through an iterative process for a minimum variance of
misfit of observed value (of range, range-rate, or range-rate sum, etc.) after
rejecting outlying observations , from the modelled value based on a specified
force model and the initial state vectors In the previous step of the inte ration.
The iteration is continued till successive corrections to the initial state vectors
lie within a specified tolerance (usually 2%). The converged value of the initial
state vectors Is strongly influenced by the type of observations, and the ir total
time span. Range-rate sum observations were the least sensitive to determining
initial state vectors of the two satellites, and a short time span such as 60
minutes may lead to a very wrong state vector ( Hajela, 1977, p. 16). Even If
several different types of observations are used, a short time span of observa-
tions may seriously bias the determ ination of initial state vectors. Unavoidably
small errors of 10—20 meters In position and 1—2 cm/sec. in velocity coord inates
in the determination o7 the Initial state vectors lead to a linear error in the re-
eMhxal accele rations R (ibid., 1977, p. 64).
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1.2 Scope of Current Investig~tions

In the above mentioned investigations, we had only considered the radial
derivative Tr of the anomal~ is potential T. This led to simple computation of
the required covariances (Rummel et als. , 1976, p. 12) , but it had an unduly
restrictive implicit assumption that at GEOS-3, at a height of about 850 km
above the earth’s surface, the derivatives of T perpend icular to the radial
direction were zero. We will now also consider these der ivatives of T along the
latitudi~~l and longitudinal directions, T~ and T A respectively In computing
the covarlances of residual accelerations R. This follows the treatment by
ftimmel and Rapp (unpublished notes, 1977) and will be detailed In SectIon 2.

Secondly, we will consider If we can extract from the raw it data ‘better’
values of i~, by approximating the raw R data by a cubic spI ne with variable
spacing of the knots. With a fixed spacing of the knots, the spline fits the
entire ciala span In the least squares sense. We may start with a fixed spac ing,
and then let one knot vary at a time for a least squa res fit In two adjacent
cubic polynomial intervals of the spine. The entire data span can then be
‘swept’ successively from one end to the other achieving a minimum variance
fit in each portion of the data span successively. This follows the treatment of
defloo r and Rice (1968).

Thirdly, we will consider the removal of a linear trend from R values due - -~

to unavoidable errors in the initial state vectors of ATS—6 and GEOS-3. This
follows the treatment of Moritz (1972, p. 78) , where the ‘observations’ may be
first ‘centered ’ by the removal of the effect of systematic parameters before
using them in least squares collocation.

Fourthly, we w ill attempt to examine if a set of T~ values, which could — -

be used to pred ict several neighboring anomalies, would cause unduly large
correlations In the pred icted anomalies. This question may be raised In
deciding if a certa in anomaly block size may not be recovered f rcm given data ,
say at GEOS-3 locat ion, if the correlation coefficients between neighboring
anomalies are ‘large ’.

~~~~~~ These four points w ill be d iscussed in Sect ion 2. Some numerical results
will be presented in Section 3, where add itional numerical cons iderations will
also be mentioned. The first three points were numerically evaluated in the

V force model and with initial state vectors as used in Marsh et als. (1977). How-
ever, as there was some delay in the receipt of this data, the fourth point
regardIng the correlation between the predicted anomalies was examined w ith
respect to data used In Hajela (1977), which was based on a slightly different - 

V

force model. However, as the latter was also based on real it, data, the
conclusions are equally valid for Improved force fields.

-4-
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2. Residual Accelerations of GEOS-3 in the Anomalous Field

We consider that the inert ial pos ition and velocity coordinates of ATS-6
and GEOS-3 have been obtained In the reference field (complete to degree and

V order 12) at times corresponding to the observed range-rate sum ItS°, and a
computed value 1t In the referenc e field has also been obta ined at these times.
Then the residual range-rate B

(2. 1) it —

is the time derivative of the line-of-sight range from GEO S-3 to ATS-6 in the
anomalous potential field T in view of equations (1. 1) to (1.3) , cons idering that
the position and velocity coord inates for the ATS-6 satellite are fully described
in the reference field.

2.1 ‘ Line-of-SIght ’ Residual Acceleration

We would now explicitly cons ider the residual line of sight acceleration of
GECS-3 In the anomalous field T as the time de r ivative of R in equation (2. 1).
Let the inertial position coordinates of ATS-6 and GEO S-3 be denoted by
x~, y1, Z1 and X~, Ya ’ Z5 respectively . Then

d d(2. 2) R =

— 

~~~ 
(Xi - X~)X - (Yi Ya ) Ya - (Zi - Z1) z a]

where we note that it is a ecalar quantity, 
~~~ is the magnitude of the line of

sight vector GEOS-3 to ATS-6, X2, Y2 ,  Z2 are the velocity components of
GEOS-3 in the anomalous field T (and not in the reference field in view of
equation (2.1)), and that the velocity components X1, Y1, Z1 of ATS-6 In the
anomalous f ield are zero as we c~nai4er the motion of ATS-6 to be fully describedF 

- 
by the reference field. EquatIon (2.2) may be rewritten as:

• 1 r . i  .
(2.3) R = — 

~~~ LR~ 
. R 5J = lia

Ii’ .iI — —
where e~~ Is the unit vector GEOS-3 to ATS-6, R 5 is the residual velocity
vector of GEOS-3 In the anomalous field, and the notation . between the vectors
represents their scala r product.

Taking the time derivative of it In equation (2. 2) and considering .quatlon
(2.3) , we get ti as:

(2. 4) B B — 

~~,

- 

~~~~ 
• 

~ ~ i~~~wa) ~

+ 
1 [_(Xi-~~ )3 _ (Y 1-~~)~~- (Z j-

V 
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(2. 4)
(cont. ) = - + 

~~~~ 
[- !ai-~ ~~ + I~ aI2]

= - e~~ + 
I~~~i~ 

[ IiI I~ -
where we note that i~ is also a scalar quantity like the res idual range-rate R,

is the residual acceleration vector of GE OS-3 in the anomalous field (and
not In the reference field) , ~ aI Is the magnitude of the veloc ity vector of
GEOS-3 in the anomalous field , and we note again that the velocity components
X1, Y1, Z1 of ATS-6 in the anomalous field are zero. This equation has a~ so
been derived by Rurnmel et ala. (1978) .

The second term on the right hand side of equation (2. 4) 18 negligibly
smali. Considering tR ail as about 35,000 km, residual range-rate It as
about 0.1 cm/sec, and an arbitrarily large value of 1It 31. as 2 cm/Sec, this
term is of the order of [1/35 ,000x1051[ 4-.011 x ~ 1 x 10_6 ingals.

Equation (2.4) may therefore be rewritten with a negligibly small approx-
imation for the ‘high-low ’ case of ATS-6/GEOS-3 as:

(2. 5) R = =
which shows that the time derivative of residual range-rate may Indeed by termed
as the ‘line of sight’ component of the residual acceleration of GEOS-3 in the
anomalous field. If we consider that at GEOS-3 location at a height of about
850 km above the earth’s surface, the components of VT In the latitudinal and
longitudinal directions are zero (or, in other words, the deviation of ve rtical
is zero with respect to the reference field described by potential coeffic ients
complete to degree and order 12), then equatIon (2.5) degenerates to the approx-
imate equatIon (1.4) uz ed In previous Investigations. We would however now
explic itly consider VT to be an arbifrary vector, and not confined to the rad ial
direction.

2 2  DIrection Cos ines of ‘Line-of-Sight’ in Earth Fixed Coordinate System

The GEODYN program (1976, actual version used was 7603.2) was used
to generate the ephemeris of satellites In an Inertial true-of-date coordinate
system. The line of sight vector from GEOS-3 to ATS-6 in this coordinate sys-
tssn would have to be rotated by the tru e of date Greenwich apparent aider lal
time (GAST) to express It In an earth fixed coordinate system (GEODYN, 1976,
Sec. 3). ThIs was needed to determine the direct ion cosines of the line of sight

V 
with respect to the latitudinal, longitudinal, as well as the rad ial directions at
GEOS-3. However, the value at GAST (= 9,) Is not output by the Geodyn pro-
gram with the Inertial true of ~~te output of the ephemeris of the satellites. But
as~~~ istitids, longitude and height (Ø, A ,h) of the satellites is outjmt by the
pgr~gra m In earth fixed coordinate (E. P .C.) system, 8, could be computed
by knewing the coordlnetes of GECS-3 In the two coordinate systems at the same
timeS. —6—

____________________________ - _ V V ~~~~~~ — -
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Let the E. P.C. system values of GECS-3 be denoted by Xe ,Y~ , Z~ and
the inertial coordinate system values at the same t ime be denoted by X~ , Y, , Z 1.
These are related through 9, by:

X, = Xi cos 9, +Y 1 si n9,
- 

- 
(2. 6) YE = — x  sin 9, +y , ~~

1 - 

Z, = Z ,

from which 8, could be solved for. The value of X~ ,Y, , Z~ was available
through well known formulas, e. g. (He iskane n and Moritz , 1967, p. 182):

= ( N + h ) cos~~cos X

(2. 7) YE = ( N + h ) cos~~sIn A

ZE = [N ( 1- e 2) + h j s1n ç~

where N is the radius of curvature at ~ In the prIme vert ical direction and e~
Is the square of the fi rs t eccentricIty of the ellipsoid on which ~ , A and h are
defined.

After obta ining the line of sight vector In E. F. C. system, the projection
of unit line of sight vector e51 along E. P .C. axes e1, e7, e~ La given by:

e~ = (Xl -X Q ) / I R a l l

(2. 8) e, — (Yj — ‘1~)/  
~~~~~~~

= (Z 1 -Z 3)/ 1 R511

where X1, Y1, Z1 and X ,Y3, Z~ are now the coord inates of ATS-6 and GEOS-3
In earth fixed coordinate system, and lB8 ~i Is the magnitude of the line of sight
vector; and

(2.9) = e,i +  e71 + e k

• where j, J , k are the unit vectors In the E. F.C. system.

Let the unit vectors along the geocentric spherical ~~~~~ A) coordinate
• system at GEOS-3 be denoted by e~, e~ eX , where the geocentric latitude co

#
ls obtalned from:

(2. 10) tan~~ = Z3/( Xg~ +

The unit vector In the (r ,~~,A) and the (X, Y, Z) in the E. F.C. system are

-7-
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related through (Heiskanen and Mor Eta , p. 230) :

= cos ço’ cc~ Xi ÷ cos~~
’ sin Xj + sin~~’k

(2. 11) ~~~~~~~~ = - sin~~’ cos X i - sin g’ sin Xj + cos

= - s i nX i + cos Al

If the line of sight vector forms angles a , fi, y with the (r ,~ ’, X) axes ,
then the d irectio n cosines a , b, c of the line of sight vector are given by the
scala r product of equat ion (2. 9) with equati ons (2. 11), i. e. ,

a =cos  a = e ai !r = e,cos~ ’cosX+ e,,cos~ ’sinX+ e,sin~ ’

(2. 12) b=cos ~~ = e 5 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

c = cos y = e31~ e X = - e~sin X + e7cos X

with ea , e7 , e, given from equatio n (2. 8).

2.3 Covar lances of Line-of-S ight Res idual AcceleratIon

We express the gradient VT of the anomalous potential In terms of its
components 4 ,  5w’, 6~ in the (r ,Ø~, A) coordinates (Heiskanen and Mor itz ,
1967, p. 233)

(2. 13) = 6r~~r + +

1~~ T 1 ~T(2. 14) r = 
~~~
‘ = 

‘ A — 

r cos~~’~~3 , or

(2. 15) = T. , 8~~ ~~~ , O )~

by using equation (6. 49’) of Heiskanen and Morltz (1967 , p. 235), where y is now
the normal gravi ty at the GEOS-3 location, where the deviation of vertical com-
ponents In the latitud inal and longitudinal directi ons are given by ~ and 

~~~

Us ing equations (2.5), (2. 12), (2. 13), (2. 15) , the line of eight residual ac-
celeration it (~~ T~ for ease of notation) is given by:

(2. 16) H TL = !i 2.ai — aT, +b y ~~+ cV fl

The antocovariances of B T L between two points denoted by subscripts
I and j are then given by ‘propogatlon’ of covariance s of T ,,  ~~, ?? by:

~~~~i ~~~~~~~~~ 
- _ V_ 

- - - - 
V ~ — ——— —• 

-~ ~~~~~~~~~~~~~~ ~~~ V ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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fLl7) 
V 

~Tri,Tri),(Trt,~~j),(Tri,flj [_a3

CT(*,TIJ 
S (T~j,TM) — (—a,,b,vj ,o~y~I( ~~~~~~~ ~~~~~~ , f l 3)  b~v3

~~fl, , T,j) ,(1~1 ,~~i),(? 1t ,17j )  LCIVJ
= —a,(—at(Trj,Trj)+bjyj(Cf, Trj,+ctyj(flj,TrJ )J

+ ~~~~~~~~~~~~~ +b 1y~(~ 1, 
~~~~~ 

+ c.yj (77~, 
~~

+ ~~~~~~~~~~~~~~~~~~~~~ Th) +c eV i (rh , n, )]
where for ease of notation , we have expressed the covar iances by ( ) , e. g.,

~~~~~~ 
etc.

The covar lances of T ,,  ~, 77 were compute d from subroutine COVA X
(Tsche rnlng, 1976) based on model 2 of anomaly degre e variances (Tsche rning
and Rapp, 1974). The subrout ine gives units of covariance s of ~ and i7 in
(arc seconds)8. To convert these Into units of ( mgals)2 for (T 21, T~3 ) ,  we note
that expressio ns 

~~~~~~~~~~~~~~~~~~~~~~~~~~ are being multip iied by ~~~~~As the subroutine computes the normal gravity In units of m sec 2 , multipl ication
of the covar iances of ~ and t~ by (105/p”)8 ensures units of ( zngals)2 for eq-
uation (2. 17). Here p” is the value of 1 radIan in arc seconds. The units of
the covariances of T~ were already computed in ( mgals)2 according to the mo&
Iflcat ion described In Rummel et als. (1976, p. 14).

The cross-covarianc e between ~ T~ at a point i and a gravity anomaly
block was computed by numerical integration of the point covar iance function ove r
the mean anomaly block. A point covar lance function , say at the center of anomaly
block with it at point I will be given by the following, using equation (2.16) :

(2. 18) ~~~~~~ (T~~, Ag) —a j (Tr j , A g ) + b j y~~~j, A g )+ c jy1 ( fl1,4g )

whe re the covar lances have been denoted by ( ).

The computat ion of the autocova rlance matrix of a set of it (E TL) points
used for predicting a residual mean anomaly, and the cross-covariance vector of

with the anomaly would then be done as indicated by equat ions (2. 17) and (2. 18).
And, the equations (1.5) and (1.7) for the predIctIon, 4’, of residual mean anom-
aly, and Its estimated standard deviation o~,’ would now be modified as:

(2. 19) 
~(

‘ 
~~~~~~~ 

(
~ ‘~“z + D)’~ TL = c~~ ’L £*~~~~~ IL

(9.20) O~~’ = Co — C~g ,t 1 C* ’ 
~~~~~
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2.4 Numerical Determination of Line-of—Sight Residual Acceleration

Before we numerically d iffe rentiate the residual range-rate k to obtain
B, we need to filter the raw R values (equation (2. 1) ) of the observational
noise. We use a cubic apline because of Its well-known ‘minimum norm ’ and
‘best approximation ’ prope rties (Ahlberg, Nilson and Walsh , 1967, Chap. III)
to approximate the raw ~ values In the least squa res sense. See Sjogren et
ale. (1976) for similar application of cubic splines. The cub ic spline is a sct
of cubic polynomials with adjacent polynomials meeting at the spline ‘knots ’,
where the cubic polynomials and their firs t and second der ivatives assume the
same value , mak ing the spline a smooth twice continuously different iable func-
tion.

Given in data points R~ = f ( t i); I = 1, . . . , in and n spline knots
t~ , k = 1, . . . , nj ii < m-2 such that:

(2. 21) tk = t~ f o r k = i = 1  and k = n , i = m

we require to solve for the coeffic ients 0* of spline S~ = S*(t) :  V

(2. 22) S*(t) c*k ,3 d3 + c*k , . d2 + c*k,l d + S*(t ~); 
V

d = t -t ~, tk �t < t l+l, k = 1 , . . . , n_1, (and

S* ( tb), s*’( ti), S~~’( tk )  are then continuous from the right) , •1

so that the weighted Lg norm ~ f — Is minimized , or:

(2. 23) ~l f _ S *  11 =~~~~~ j ’ w ( t )  ( f ( t )  _ 8 * ( t ) J 2 dt = minimum ,

and we replace the integral by summation over the data points in each of the
Intervals 1k 5t1c �t ~~~~~t k +I

(2. 24) 
~l 

f - s~ l~ = wi v~
8 = mm , where

V j v ( t ~ ) a f ( t j ) _ S * ( t 1 ) ,  1 = 1 , . . . ,

(2. 25) w~ a W ( t~) = (t 1+1 — tl~ 1) / ( t, — t1) ; I 2, . . . rn—i; and

W1a ( ~~~-~~~) / ( t ~~-t ~ ) ,  W1 ( t ~~- t~~~~) / ( t ,-t ~~)

V 

(i.e. for equally spaced data points, the end points are given one-half the
weight of the other points (deBoor and Rice, 1968) ).

The spline function In equation (2.22) gives the smoothed value of ii
afte r filtering the observatIonal noise. The smoothing depends on the inter-
val between the knots, giving greater smoothing as the Interval between the
knots [a Increased.
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The residual acceleration it Is obtained by differentiating the spline func-
tion in equation (2.22) :

(2. 26) it = S*’(t) = 3c *~,5 d2 
+ 2c *k , 2 d + c ’~,1

d = t~~tk ,  tk~~ t < t ~.1, k = 1 , • . . , n— 1

We first consider the case when the location of knots is fixed a-priori , and
this is most conveniently equally spaced. The coeffic ients of the spl ine functions
were solved us ing subroutines ICSFKIJ, and the smoothed values of ~ and it by
using subroutines ICSEVU and DCSEVU (IMSL, Lib. 1, Edn. 6, 1977) . For
details of the algorithm see deBoor and Rice (1968a) . As an example, Figure 2.1
shows a plot of raw and smoothed values of R every 10 seconds for GEOS-3
revolution 439 for a-priori fixed spl ine knots at a nominal spac ing of 100 seconds.

V 

(The actual spacing was 108 seconds with 11 spl ine knots for a data span of 1080
seconds. ) The corresponding R values are shown in Figu re 2.2. For later
processing, only the central values were used leaving out the first and last
4 to 5 minutes of data to avoid any spurious spl ine slopes at eithe r end of data
span. The initial state vectors for revolu tion 439 were supplied by Marsh
(1978). The Initial state vectors and the force model were the same as used in
Marsh et als. (1977) .

We next consider the case when the number of spl ine knots as determined
above remains fixed , and we now try to obtain the optimal location for the knots
by varying them one at a time.to minimize the least squares error in equation
(2.24) . Thi s was done using subroutine ICSVKU ( IMSL, 1977) . The process
starts w ith the rightmost Inte r ior knot and proceeds sequentially to the left. The
location of each knot is varied in turn to minimize the least squares error as a
function of that knot. The whole process is iterated till one of several criter ia
of convergence Is met. The criteria are chosen to achieve a desirable accuracy
without doing an excessive amou nt of wasteful computation. ( For details , see
deBoor and Rice (1968b) ). The location of knots at a nominal 100 seconds
interval ( Figures 2.1 and 2. 2) is now allowed to change w ithout changi ng the
total number of knots. The optimal location of knots with subroutine ICSVKU
and the R. M.S . value of residuals afte r spline fit are compared in Table 2.1
with the previous case of fixed knots.
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Table 2.1 Determin ing Optimal Location of Spline Kno ts.
GEOS-3 RevolutIon 439.

Fixed Knots Variable Knots
No. of spline knots 11 11
Spac ing of spllne knots (sec.) 108 116, 105, 34, 218, 62,

163, 74 , 24, 108, 177
R. M S .  raw R data 0.119 cm/sec 0.119 cm/sec
R. M.S. smoothed R data 0.065 cm/sec 0.068 cm/sec
R. M. S. residuals after spine fit 0.100 cm/sec 0.098 cm/sec

A plot of raw and smoothed R data for the case of variable spline knot s
is shown in Figure 2.3, and the corres ponding B values in Figure 2.4 . On
comparing these figures with Figures 2.1 and 2. 2, we note a closer fitting of
observed R with variable spine knots bit it results in spurious exaggeration
in the slope of the spine function as seen in the R plot. Similar results were
obtained for diffe rent Initial spac ing of fixed knots from 60 to 180 seconds for
several diffe rent GEOS-3 revolutions. As our interest is in the slope of the
spine and not in the spl lne function itself, we find that a variable knot spacing
does not extract better R values with the noisy it data . It is of Importance
to obtain smoothed B values from the raw data instead of a closer fitting. We
would therefore use the spine with fixed knots to obta in smoothed R values.
A nominal 100 seconds spacing was found to give optimu m smoothing for the
data used In Section 3. A shorter spacing caused greater oscillations in ii
plots, while larger spacing of eplIne knots damped the R values. See Appen-
dix for comparison with data obtained by Marsh et ala. (1977).

2.5 Removal of Linear Trend in Residual Accelerations due to Errors in
Initial State Vectors -

We had found In previous Investigations ( Haj ela , 1977 , p. 64) that te-
sklual errors In the Initial state vectors cause a linear bias in the residual
accelerations R. We would l ike to have as good an estimate of the inItial V

state vectors of ATS-6/GEOS-3 with multiple type of tracking observations
as possible. But due to Inadequacy of the force model itself , and chiefly due
to a limited time span of observations used for converging the initial state
vectors, there would unavoidably be errors of the order of several meters
In position and of the order of one cm/eec. In velocity elements of the initial — 

-

stat e vectors. There would then be a linear trend In the it values due to
‘systematic parameters’ and the li ~ T1) values should be ‘centered’
(Moritz, 1972, p. 78) before using them in equation (2. 19). — 

- -

Let us consider that ~~ values are obtained from several GEOS-3
revolutions each having res$ual errors in its initial state vectors. To fix
our Ideas, consider data from three revolutions, and to make the example

V more specific , let us consider a number of data points from each revolution
as3, 4 and 2, Then:
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~~~ = c11 + c~ (I — 1) + 5~ + n1 ; I = 1, 2 , 3 for revolutio n 1

(2.27) T tj = + ~~~(i — 1) + s~ + n1 ; i = 1, 2, 3, 4 for revolution 2

T21 = c~ + c~~ (1 - 1) + s~ + n1 ; I — 1, 2 for revolution 3

where s~ and n1 are the ‘signal’ and the observational noise for each data
V point value T11; c11, c~ are the two parameters for the linear trend in T2for data points in the first revolution. ~~ is a zer o offset and c~ is the slope

of the linear tre nd. Similarly c51, c~ for the second revolutio n , and so on.
Using notation in Moritz (1972) ,

(2. 28) xT 
= ( T L~ , Ta,, . . . , T~g ) ;  X

T 
= (cu , cj~ ,cal, c~~,calV ,c~~); and

= 1 0 
- 

with the remaining elements
1 1 as zero.
1 2

1 0
1 1
1 2
1 3

1 0
1 1

Equation (2. 
~) 

can be easily extended to aly number of points in each
revolution , say Ni , N2 , N3 , (N~� 2)~ and to any number of revolutions . Also,
if instead of every Tt value , say at 10 seconds interval , we use only every
thi rd value at 30 second s interval , then the second column on the right hand
side of equatio n (2 . 27), and every second column in A matrix in equation (2. 28)
needs to be multip lied by the inte rva l of data points (e.g. INT 3).

Then from equation (6. 19) of Moritz (1972) :

X = (Ar c*-1A) -l A’C*~
1
~

(2. 29) ~~*= CT~~, T ~ + D

=

and we may use the ‘centered’ observations T L instead of j~ for pred ict inganomalies in equation (2. 19).

The correctio n to to obtain T*t ,  I.e . the value of AX in equat ion
(2. 29) depends on the geometry of the locatio n of data points in forming CTL , 

~Also, the stabil ity of Invers ion of 0* depends on the size of the matrix, 1. e.
the number of data points and the assumed standard deviation of the data points In
forming I). These considerations will be discussed In Section 3.3. Howeve r ,
a represé~tative set of values for AX is given in Table 2.2 , which was used for
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predictIng 50 residual anomaly number 598 with data up to a sphe rical distance
of 3.° 5 from the center of anomaly block from GEO S-3 revolutions 240, 439 ,
254 and 453 at 30 seconds data interval. (Details of anomal ies and revolutions
will be given In Section 3. The init ial state vectors and the force model were
the same as used in Marsh et als. (1977)) . The standard deviation of data
points was taken as 0.6 mgals.

Table 2.2 Removing Linear Trend from Residual Accelerations

tevolution No. No. of Data Pts. T~(mgals) Correction (mga1s~ T~ (mgai-~,

240 1 0.0 —0.1 -0.1
2 —0.5 0.2  — 0.3
3 —0.7 0 5

439- 1 0.4 —0.3 0 .1
2 —0.3 —0.1 -0.4
3 —0.6 0 .2  -0.4
4 —0.6 0.5 -0.1

254 1 —0.1 0.1 0.0
2 0.1 -0.3 -0.2
3 0.6 —0.7 -0.1

453 1 1.0 —1. 1 — 0.1
2 0.9 —1.0 — 0 .1
3 0.8 —1 .0 —0.2

We find that the predominant effect is to damp en the values of res idual
acceleration. Various combinations of data poInts over different ano maly blocks
were tried , bit invariably in all cases the value of residual accelerations was
damped in trying to remove the l inear trend , which would occur due to residua l
errors In the initial state vectors. This finally resulted In low B. M. S. values
of the predicted anomalIes . We have to conclude that the equation (2.29) 15 not
sensitive enough to remove only the linear trend , and a cons iderable portion
of the signal Is also removed. The results in Section 3 would thus be reported
without trying to remove the linear trend, and using equation (2. 19) with
and not Pt .

V 

2.6 Correlation Between Predicted Anomalies

V 
The variance of one predIcted anomaly is given by equation (2. 20) . If we

predict several anomalie s togeth~er, the varIanoe-covaria~ce matrix ~~ of the
predicted anomalies will be giveii by (Mor ltz , 1972, p. 33) :

—18—
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(2. 30) E~ = ~~~~~ - C~~,y t  (C T~~~ +

where ~~~~~ is the varlance-covarlance matrix of residual anomalies of the
specifie~~EIock size. CA 1 ,~~ is the matrix with rows giving the covar iance
vector C~~,T t of equa~i3’n~~ . 20) for each anomaly w ith data points T t ,  and
similarly the column s of matrix C,~ ~ are the covar lance vectors C ~

, TL
of equation (2. 20). The diagonal ~ ?m~ its of E ~ and 

~~ ‘~~i are the same
as , and C0 In equation (2. 20) for d Iffe i~nt anomafl~~. T h e  correlation
coeffic ient matrix of the predicted anomalies is obtained by div iding each row
and column of E3~ by the squa re root of the diagonal element , i.e.
The elements oTvariou s matrices on the right hand s ide of equation (2. 30) may
by comp.ited as discussed in Section 2.3.

Howeve r , for the ~*irposee of numerical tests to be presented below, we
used the data in Hajela (1977) , i. e. covar iances of T~ were used analogous to
equation (1. 7) Ins tead of covar lances of T2 .  In view of the very small corre-
lations found , the tests were not repeated w ith ‘F L values.

We first used all the data in five GEO S-3 revolution s at a time inte rval of
30 seconds , a total of 83 data points in the f inal solution of Hajela (1977 , pp. 69,
72) to predic t 8 residual 5° anomalies . With a standard deviation of 1 mgal for
T~ values, the largest correlation coefficient between the pred icted anomalies
was 0.00 3, and it became 0.04 when the standard dev iation was taken as 1.5
mgals. The correlations are negligible as firstly, both the matrices on the right
hand side of equation (2. 30) are diagonal dom inant , and secondly, the d iffe renc ing
of the matrices makes the off—diagonal terms of Es5 very small .

To show this spec ifically, we extract the upp er triangular port ion of the
three matrices C ~~~~ , C~~ , y,. C’~~~ C r  ,~~ and Ess , for the southe rly four
anomalies only a dsI~5w tE~ü~ Th1’able ~~3~~along with the correlatio n coeff i-
d ent matrix. The values reported are for the case of standard deviation of
‘Fr as l.5 mgals.

Table 2 3  Correlations Between pred icted 5° ResIdual Anomalies

210 27 16 16
1. ~~~~~~ in mgale3 230 —24 12

• 226 33
226

78 31 28 23
V 

2. ~~~~~~~~~~~~~~~ Ln mgals2 87 —13 23— — — 72 26
61
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132 —5 —13 —7
3. E53 = (1  — 2 )  in mgals2 143 —11 —12

— 154 7
166 - 

- 

-

1 —0.03 -0.09 —0.05
4. Correlation Coefficient MatrIx 1 -0.08 -0.08

1 0.04
1

We next examine If the correlation coeffic ients will increase if the
anomaly block size be ing pred icted is decreased to 2.°5. First Tr data from
5 GEOS -3 revolutions was used at 30 seconds interval to predict 16 2.° 5 anom-
alies occupying the same location as the 4 central 50 anomalies. Then the
numbe r of data poInts was decrea sed by increasing the data Interv al from 30
seconds to 2 minutes to 4 minutes . The largest corre lation coefficient between
predicted 2.° 5 residual anomalie s are shown In Table 2.4. This is for 1 mgal
standard deviatio n of T,. data . There was a slight Increase in corre lation
coeffic ient when the standa rd deviation was Increased to 1.5 mgals.

Table 2.4 Correlatio ns Between Pred icted 2.°5 Residual Anomalies

Data Intvl. No. of Data pta. Largest Cor rln. Coeff.
M m .
0.5 66 0.10

2 15 0.28
4 5 0.30

We find that through correlat ion coeffic ients between predicted anomalies V

increase as the number of data points decrease, and more inipertantly as the
anomaly block size is decreased, but the examination of correlati on coeffic ients
is not a very sensitive test because of small off-diagonal terms in E ~ by dif-
fere~~ log of two diagonal dominant matrIces in equation (2. 30). Thi larger value
of the estimated standard deviation of the predicted anomaly is a better test, it
was about 10 mgals for 50 anomalies and about 15 mgals for 2.° 5 anomalies. The
latter value Increased to about 19 mgals as the no. of data points was decreased
in Table 2.4.
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3. Numerical Results

We now describe some numerical tests , which are limited in nature
due to the paucity of well-determined init ial state vectors and thus a low in-
c idence of data directly ove r the anomalies being predicted. The data was
better than that used in Haj ela (1977) in the sense that a better force model
PGS 110 (Lerch, 1976) was used to converge the initial state vectors w ith
adeq uate tracki ng observation s (Marsh et ala., 1977 , p. 5). The R. M. S. value
of res idual range-rate it ,  whic h will be repo rted later , was therefore smalle r
than used earlier ( Hajela, 1977, p. 47) . The available data was however still
for those GEOS-3 revolutions , where the doppler signal was recorded in the
‘destruct’ mode. The observational noise for th is type of data is expected to
be about four times larger than the ‘non-destruct’ doppler data (Ma rsh et als.,
1977 , p. 21) . Also, the data was received rathe r late for the prese nt study and
some discrepancies in the initial state vectors could not be reconc iled in time .
Data from these revolutions could therefore not be used in the present study
( this will be descr ibed later in this repo rt) . Howeve r , suffic ient data was an-
alyzed to test out the improved procedures as detailed in Section 2.3.

3.1 Expected Value of Res idual Anomalie s

It was first intended to predic t the same set of e ight 5° anomalies used
in Haje la (1977) . But these were shifted one block westwards to better utilize
the locat ion of GEOS -3 revolutions for which the conve rged initial state vectors
were ava ilable. The value for these anomalie s, A g~ , referred to Geodetic
Reference System, 1967 (Gl~ 67) , were available in Rapp (1977) based on al-
timeter data. Their terrestrial value, AgT , (updated in June 1978) in GRS 67
system was also availa ble ( Rapp , private communication , 1978). From these
values , we subtracted the anoma lies, Ag~, implied by potential coefficients up
to degree and order 12 of P(~ 110 field to obtain the residual anomalies Ag’~~,Ag ’T.  For compariso n , we also obtained the residual anomalies , Ag ’,, implied
by the potential coeffIcients in PGS 110 field of degree and order higher than 12.
Ag~ was computed using equation (4 .8) of Rummel et ala. (1976, p. 20) .

(3 1) Ag ’~ = AlgA - Ag0 , Ag ’r = Ag 1- A gU , Ag ’p = Ag, - Agu

The residual anomalies A g ’~, A g ’T, A g ’, are given In Table 3. 1.
These are the expected value E ( ag ’) of the anomal ies with which the predicted
value 4’ is to be compared . The numbering of anomalies and their block
aizes are according to Rapp (1977). The standard dev iation of these altimeter
and terrestrial ano malie s was between 1 and 4 mgals.
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Table 3.1 Expected Value of 5° Residual Anomalies

eq. No. ~~ ~~ X~° X~ Ag’~(mgals) Ag’T(mgals) Ag’, (mgals)

401 35 30 283 277 11. 0 10. 6 11. 4
402 35 30 289 283 —11. 0 —11. 1 — 8.5
464 30 25 281 276 16. 3 15.5 11.9
465 30 25 287 281 3.1 6.2 - 0.8
530 25 20 279 274 — 3.0 — 5. 8 7.2
531 25 20 285 279 22. 7 26. 8 1.7
598 20 15 277 271 — 0.3 0.6 2.0
599 20 15 282 277 8.8 4.2 — 0.9

R. M.S. Value (mgals) 11. 8 12. 7 7.1

3,2 ‘Observed’ Value of Residual Line-of-Sight Accelerations

The converged initial state vectors in the PGS 110 field for GEOS -3 revolu-
tio~a used In Marsh et ala. (1977, p. 26) were supplied by Marsh (private corn-
munication, 1978) . Ten GEOS—3 revolutions 231, 240 , 254, 268, 439, 453, 695, V

709, 737 and 758, whose ground tracks were in the vic in ity of the anomalies in
Section 3.1, were chosen for the present study. The destruct mode doppler
data (NASA, 1975) for these revolutions was preprocessed (Martin, 1975) to
give range-rate sum (Rs) observations. These B5 values were then used in
the GEODVYN program (1976 , actual version used was 7603.2) in the data reduc-
tion mode in the reference gravitational field TI described by potential coeffi-
cienta up to degree and order 12 in the PGS 110 field. The initial state vectors
of ATS-6/GEO€-3 were constrained to the values suppl ied by assigning them
very low variances. This gave us the inertial true of date ephemeris of the
satellites and their latitude, longitude and height, and the residual range-rate
R as In equatIon (2. 1).

The ~ values were compared with those quoted In Marsh et ala. (1977 , 
*Appendix) and agreed within ± 0.01 cm/Sec and less for 6 revolutions 240, 254,

V 439, 453, 737 and 758. The slight variation was perhaps due to differences
in applying ionospheric corrections during pre-processing. However , the ft
values differed by about .02 cm/sec for revolutio n 231, about .03 cm/sec for jrevolutIon 695, about .3 cm/sec for revolution 268 and about .5 cm/sec for
revolution 709. The discrepancy in the last four revolutions was most likely
due to some wrong numbers in the initial state vectors used , but this could not
be reconciled In time for this study. Thus the R values in only the fir st six
revolutions was processed ftirtber.

About 20 minutes of raw ii data In each revolution was approximated in V

the least squares sense by a cubic spl lne with fixed knots at a nominal spacIng 
Vof 100 seconds, as descrthed in Sect ion 2.4. The time span for fitting the splice

was longer by about 4 to 5 mInutes at each end, as the smoothed * values were V
needed for only the central 10 minutes. This was to avoid any spurious exagger-
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ation in the spl ice slope (~~~) 
at the ends of data span . The B. M. S. value of raw

B, smoothed B, and the ‘observational ’ noise filtered by the spl ine (L M.S.
residuals after spline fit) are given in Table 3. 2.

Table 3.2 Smoothing of ‘Observed’ Residual Range-Rate ft by Cubic Splice

Revolution B. M. S. Value in cm/seO.
No. Raw ft Smoothed it Residuals after Spline Fit

240 . 116 . 069 .G ~2
254 .086 .061 .061
439 . 119 . 065 . 100
453 .104 .074 .074
737 .110 .047 .100
758 .129 .103 .078

We note that the ‘observational noise’ is large as compared to the
smoothed R , and the signal noise ratio of 2:1 assumed in Marsh et als. (1977 ,
p. 15) is too optimistic for at least the revolutions in Table 3.2. The large
noise is not due to over-smoothing by the cubic spl ice function , but perhaps a
result of recording the doppler signal In the destruct mode. Several other
splices with fixed knots at 60 , 80, 100 seconds etc. were tri ed with the present
data, but the R. M. S. value of residual s af ter spline fit did not change by more
than 4 to 6% . On the other band , a closer fittIng of raw R data led to spuri ous
oscillations in R, i. e. the slope of the splice.

The ~ values were obta ined fro m the spl ice function representing smoothed
R values as in equation (2.26), and this is the ‘observed ’ residual line of sight
acceleration in Sections 2. 1 to 2. 3. These R (~~ T2) values in each revolution
were then separately used to predict by equations (2. 19) and (2.20 ) those res idual
anomal ies, whose centers were w ith in a spherical distance of 7.° 5 from the data
in the revolution. This showed by a rough comparison if the doppler da ta in any
revolution had any system bias, and hence poor i~ data , which would lead to a
poor recovery. Because of the Iterative nature of conve rging the initial state
vectors , there is a possIbility of system bias not becoming apparent , if the time
span for the fitted observations is only over one revolution. The comparison is

• rough because we canno t expect a good recovery from only one revolutIo n. But
it does highl ight poor data by comparing the B. M.S. value of the predicted anom-
alies A~g’ (equat ion (2. 19) ) with the R. M .S. value of the expected anomal ies

• E( Ag ’) (equation (1. 6) ), and by examining the R. M.S. value of anomaly discrep-
a~~ies ((A g ’) :

(3. 2) ( (A g ’) — A~g’ - E ( A g ’)

These are shown in Table 3.3 for each of the six revolutions.
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Table 3.3 Examining Residual Accelerations Separately in Each GEOS-3 
V

Revolution by Predicting Anomalies

Revolution R. M. S. Value in mgais No. of Anom.
No. Expected Value Pred icted Value Anom. Discrep ancy

240 12 5 11 8
254 12 5 9 8
439 12 5 10 8
453 12 6 9 8
737 13 2 13 4
758 13 4 13 6

Beoause of compara tively lowe r R. M.S . value of predicted anomalies and
higher B. M S . value of anoma ly discre panc ies, we decid ed to omit the R data
in revolutions 737 and 758 fro m the final solution . The subsate ll ite points for
GEC S-3 revolutions 240 , 254, 439 and 453 are shown In Figure 3.1 at 30 seconds
interval w ith resp ect to the eight 50 anomal ies being predicted. This is rather
sparse data , part icularly as it senses the anomalies from almos t the same lo-
cations in revolutions 240 and 439 , and revolutions 254 and 453 , the ground
tracks of these revolutions be ing qu ite close. We wil l first describe a few othe r
numerical conside rations , and present the f inal solution in Section 3 .4. A com-
parison of raw and smoothed ft data , and ~~, used in this study with values
quoted in Marsh et ala. (1977) is given in the appendix. The values of R agreed
within ±O. Smga ls.

3.3 Numerica l Cons ide rations in the Predictio n of Anomal ies

It was found that the most critical test for the recove ry of anomalie s was a
low R. M. S. value of the anomaly discrep anc ies coupled with a closer agreeme nt
of the R. M. S. value of the predicted anomal ies to that for the expected values
(Table 3. 1) . Several tests were therefo re carried out to examine the effec t on
these two cons iderations of the size of area En whic h several anomalies may be
predicted simultaneously as in Section 2. 6. Other tests were conducted to ex-
amine the effect of d ifferent assumed standard deviation of R (E T L ) data , and
the time interval of B data . Also the numbe r of subdivisions of 5b mean

• anomalies to numerically integrate the point covariances to obtain the covarlance
for the mean anomaly. This was required in the computation of C~~, ,t in
equatIons (2. 19) and (2. 20) by a single numerical integration over the mean anoni-
aly, and in the computation C 0 in equation (2. 20) by a double numerical Lntegr a-
tion over the mean anomaly. A summary of these findings is presented below.

Firstly, It was found that the larger the area over whic h data was consid-
ered for the C* matrix , the poorer the anomaly recove ry was. This was found
whenever several anomalies were predicted at a time from a larger block of ‘FL
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data. It was therefore necessary to pred ict each anomaly sepa rately cons ider ing
the data for a given spherical distance from the cente r of that anomaly block.
The same effect was also found when the extent of data was reduced for pre-
dicting one 50 anomaly block by consider ing data up to a spherical distance of
3.°5 from the center of the block instead of 5° or 7.° 5. This is obviously relat~ i
to the numerical stability of the Invers ion of C* matrix compris ing of the point
covariances of ‘FL at GEOS -3 alti todes. The smaller the extent of data t~’e rno~ ~numerically stable the Inve rs ion of C* .

The stabil ity of inversion of C* was very stro ngly depe ndent on the ~e- V

sumed standard deviation of ‘F2. We recall from equatio ris (2. 19) and (2. 2~)
that 1) was a diagonal matri x with each element be ing the variance of ‘FL .
making C~ a diagonal dom inant matrix with increase in assumed standard
dev iation. For standard deviation lower than 0. 5 mgals, C°~~ was numer-
ically unstable , but with standa rd deviation higher than 1. ~ mgals, C~~~ was
damped. This directly effected the sensitivity of C~~ ~ C° 1 with hich
data is multipl ied In equation (2. 19) to obtain the ~~ed~ote~ value of the anomaly . V

The optimum standard dev iation of was dependent on the extent of data.
Several standard dev iations were tried between 0 and 1. 2 mgals in steps of 0. 2
mgals. It appeared that a standa rd deviation of 0.6 mgals was optimum for dais.
up to3.°5 from the center of 5° anomaly block , while 1 mgal may be suita ble for
data up to 7.°5 from the center of anomaly block.

The optimum interval of T2 data was found to be 30 second s w ith a linear
separation of about 1.°5. The R. M. S. value of anomaly discrep ancies was about
the same whether the time Interval of data was 30 seconds or 1 minute , bet there
was a slight ~~vorable inc rease In the B. M . S. value of predicted anomalies with
data interval of 30 seconds . Any fu rther reduction in time interval would be
wasteful of computer time without proportionate benefit .

The estimated standard deviatIon o~~ in equation (2. 20) was not very
sens itive to the above tests . It would show slight dec rease with the reducti on
in extent of data , and sl ight decrease w ith the decrease in data interval to 30
seconds instead of 1 minute. It would also increase with increase in standa rd
deviation of ~~ data. However, o~~ , was quite sensitive to the multiple
‘sensing of the anomaly . It showed definite improvement as data from more
revolutions was used over an anomaly block. - - 

V

For the numerical Integration of point covariances to compute covariance
for the mean anomaly, the 5° block was first subdiv ided into 25 portions . Thjtt
is, the mean anomaly cova rlance was obtained as the mean of point covariance
computed at the center of each componeat 10 block. Later the 5° block was sub-
divided into 100 portIo ns , which utilized the mean of 4 point covarlances in each
component 10 block. There was only a slight difference in the covariance vector

and the related quantities, I.e. C & P TL C~~~ and the predicted anomaly
~~~~~

‘ In equatIo n (2. 19), or In the second term ofthe right hand side of equation
(2. 20). But there was a marked reduction in C0, and therefore in the estimated
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standard deviation ~~ of the predicted anomaly by about 2 to 3 mgals. Of
course , there was also a more than twice the inc rea se in computer time. An
efficient strategy would therefore be to subdivide the 5° mean anomaly block
into 25 portions for the computation of C ~ ,

~~~
, and Into 100 portions for the

computation of C 0 . Later, for production runs C0 may be computed once
and kept in a tabl e for being read in for slightly different sized 5° equal area
blocks instead of being computed again and again. A similar approach was
used by Rapp (1977).

3.4 Recove ry of 50 Residual Anomalies

Based on the numerical tests described In Section 3.3, the prediction of
each residual anomaly (and we now call them simply as anomalies) was done one
at a time considering ~~ data up to a spherical distance of 3.° 5 from the center
of the 50 block. All data from four GEOS-3 revolutions 240, 254, 439 and 453
shown in Figure 3.1 which fell inside the 3.°5 spherical distance was used to
predict eight anomalies individually. The time interval of data was 30 seconds
with an assumed standard dev iation of 0.6 mgals. The point covariances were
computed as detailed in Section 2.3 and covarlances involving the mean anomaly
were computed by numerical integration afte r subdividing the 5° anomaly into
25 subdivisions. The estimated standard deviation of the pred icted anomaly was
however computed with the variance C0 of the mean anomalie s of the given
block size being computed with 100 subdIvisions. As discussed in SectIon 2.4 ,
smoothed value of the residual range-rate R was obtained by fitting the raw R
data in the least squares sense by a cubic spline function with fixed spline knots
at a spacing of 100 seconds. The U (

~~~ 
T2 ) data obtained by analytical diffe r-

entiation of the spline function was not filtered any furthe r for removal of any
linear trend due to errors in initial state vectors .

The predicted residual anomalies were exam ined against their expected
values (Table 3.1) for three cases , I.e. against values which were determined
by altimeter data, or terrestrial data, or by the potential coeffic ients in the
PGS 110 field. The predicted anomalies are listed in Tabl e 3.4 along with the
expected values based on altimeter data , and the anomaly disc repa nc ies. The
estimated standard deviation of the predicted anomaly is also given.
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Table 3.4 Compa r Ison of Predicted Anomalies with Altimeter Anomalies

Seq. • Residual Anom. ( mgals) Std. Devu.
No. ~~N ~~ 3 £ )t W Expected Predicted D~iscrepanoy (ingals)

401 35 30 283 277 11 4 —7 7
402 35 30 289 283 -11 -8 3 6
464 30 25 281 276 16 11 -5 7
465 30 25 287 281 3 4 1 5
530 25 20 279 274 —3 6 9 6
531 25 20 285 279 23 11 —12 5 

V

598 20 15 277 271 0 —6 -6 4
599 20 15 282 277 9 5 —4 7

R. M.S. Value in mgals 12 7 7 (Mea n) 6

Summary statistics of the comparison of the pred icted anomalie s with eac h
of the three expected values are given in Table 3.5. This cons ists of the R. M.S.
values of the expected anomal ies, predicted anomalie s and the maximum, min-
imum, mean and R . M.S. value of the anomaly discrepancies. For compa rison
between the three cases , correlation coeffic ient , p between the pred icted and
expected anomalies is also given.

(3. 3) 0 = ~~g’1 E ( A g t 1)/ n )/ (Q A g~j 2/n) (~~E( A g ’if/n)
1

)
1=1 i=1

The standard deviation of the predicted anomalies Is alread y given in Tabl e 3.4.

Table 3.5 Summa ry Comparison of Predicted 4noznalles with Altimeter,
Terrestrial and PGS 110 Anomalie s

Domparison with R. M.S. R. M. S. Anomaly Discrepancy(mgais) Corr.
Expected Predicted Coeff.Anomalies from Value (mgals) Value (mgals) Max. M m .  Mean B. M. S.

Altimeter data 12 7 9 -12 —3 7 0. 85
Terrestrial data 13 7 12 —16 —3 8 0. 79
!.G.8.110 field 7 7 8 — 8 0 5 0.71

For comparison of predicted anomalies with altimeter anomal ies, the
R. M S .  value of the predicted anomalies Is lower (7 mgals instead of expected
12 mgals), because of few GEOS-3 revolutions directly over the predicted anom-
alies. The lack of revolutions also shows up as mean anomaly discrepancy
beIng -3 mgals, primarily because of predicted anomaly 531 be ing only 11 instead
of 23 mgals (Table 3. 4) . However , Inapite of insuffic ient dens ity of observations,
the effectiveness of the prediction procedures is borne out by R. M. S. anomaly
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dIscrepancy (7 mgals) being comparable to the mean of estimated standa rd
deviation of predicted 5

0 anomalies (6 mgals), and the high correlation coeffic-
ient , 0.85 , of predicted and expected ano malies.

The pred icted anomalies agree better w ith altimeter anomalies than with
terres trial anomalies . At first s ight , It might appear that the predicted anom-
alies agree most closely (except for lower correlation coeffic ient p) with PGS
110 anomalies. This is so because the PG S 110 field was comple te only up to
degree and order 30, and the refo re inadequa te to recove r the 50 anomalies
(note the low R. M. S. value of 7 mgals for the residual 5° anomalies implied by
PGS 110). Because of insufficient data , the R. M. S. value of the predicted
anomalies is also low, and therefore the predicted and PGS 110 anomalies ap-
pear to agree more closely.

It is of great interest to determine if the predicted anomalies in this
report are an Improvement over the anomalies implied by PGS 110 field. This
is shown in Table 3.6 with statistics similar to Table 3. 5. However , we now
show the comparison of both the predicted anomalies and PGS 110 anomalies
with the anomalies determined from altimeter data.

Table 3.6 Improvement of Predicted Anomalies over Anomalies Implie d by
PGS 110 Field. Comparison with Altimeter Anomalies .

Comparison with B. M. S. Value (mgals) Anomaly Discrepa ncy Corr.
Iltime ter Anomal ies Altimeter Predicted/ 

— (mpals) Coeff
of Anomalies PG S 110 Anom Max. M m .  Mean R.M.~ p

~redicted Anomalies 12 7 9 -12 —3 7 0. 85
~GS 110 Anomalies 12 7 10 —21 —3 9 0.62

We note that inspite of Insuffic ient density of observations ( Figure 3.1), the
predIcted anomalies agree much better with the altimeter anomalies , as compared
to the agreement of PGS 110 anomalIes with the altimete r anoma l ies, it is expected
that the agreeme nt of predicted anomal ies with altimeter anomalie s would be sig-
nificantly Improved if there was greate r density of observation.

4. ~~~~n~ry and Conclusions

The doppler stgt~ l count In SST provides a direct measure of the range-
rate sum (~~

°) from GEOS-3 to ATS-6 to the ground stat ion in the earth ’s
giavitationel field. The range-rate (

~~
) from GEOS-3 to ATS-6 in the anomalous

field T i obtained by subtracting from a,0 a computed value of range-rate sum
(11) based on the computed orbits of the two satellites In the normal reference
gravitational field, U. U was taken complete to degree and order 12 In PGS 110
field (Lerch, 1976) and the force model ( Including solar rad iation pressure, luni-
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solar gravitation , atmospheric drag, etc.) completely described the motion of
ATS-6. The raw f t  value s had ‘observational ’ noise due to dopple r count
beIng in the ‘destr uct’ mode in the revolutions used for this study, beside s any
residual errors in the ‘converged’ initial state vectors used for integratin g the
orbits of the two satellites.

The raw ft value s were filtered of the ‘nolse and smoothed by fitting them
with a cub ic spline function with fixed kno ts . The R. M. S. value of res iduaLs a~~f 1’
the spilne fit (I. e. R. M. S. value of the noise) for 4 revolutions used in th is sUr i~
varied from 0.06 to 0. 10 cm/sec., and was equal to or large r than the sr.;oo~
ft values which had R. M . S. value from 0.06 to 0.07 cm/sec. (Table 3. 2) . The?
predictio n of anomalies from R (time -de rivative of smoothed ft ) was the ;. ~~or~
severely limited by the data noise. It is expected that, In future , the ‘non-dc-
struct’ dopple r da ta would have a noise—level of abou t one-fou rth that of ~destr uct’
dopple r data (Ma rs h et als., 1977 , p. 21). The prediction is also limited beca1.ise
of psucliy ~f Dresent data (Figure 3. 1) as It consisted of just about one ievolut i on
directly ove r the anomaly block being predicted. This resulted in a low R. M. S.
value of the predicted anomalies . An optimum data density (Hajela , 1977) would
have been about two time s that used in this study.

The Initial state vecto rs for the 4 revolutions were the same as used in
Marsh et ala. (1977) , and details about the data used for their ‘convergence ’ is
given in Table 1 ( ibid. , p. 26) . Two approaches were tried to extract a ‘better ’
signal (of R )  from the raw f t  value s. One was to ‘cente r ’ the observation s
(Mo rltz , 1972, p. 78) for any systematic linear ‘trend ’ in raw i~ values due to
residual errors in the ‘conve rged ’ initial state vecto rs . The second was to fit
the raw ft values with a spline function with variable knots (deBoor and Rice ,
1968b) . Both these approaches led to negative results . Firstly, any attemp t
to remove a linear trend led to seve re dampi ng of ‘observed’ R values and thus
a loss of sIgnal. We have to therefore accept an independent ‘determination ’ of
the ‘converged ’ values of Initial state vectors bas ed on long (several revolutions ,
prefe rab ly over seve ral days) time-span of d ifferent type s of observations (Haje la,
1977) . Secondly, the spl ine functio n with fixed knots was prefe rable to approxImate V

the raw ft values , as the variable knots led to large and sudden changes In the
spline slope , I. e. in R .  The re was greater need to choose the ‘smoothing ’ over
‘fitting ’ of raw B values out of the conflicting requirements of these two proc-
eases in obta ining R values.

The resIdual acceleration ~Ik in the anomalou s field T represents the
projection of its gradient vector , VT , at GEOS-3 in the ‘line of sight’ GEOS—3
to ATS—6 in the ‘hi—b ’ SST (equation (2 .5 ) ) .  The auto-covariances of the three
components of ~T in the radial , latitudinal and longItudinal directions and their
cross-covaria nces with gravity anomalies were obtained from sub routi ne COVAX
(Tachern ing, 1976) . The direction cosines of the line of sight were determined
from the computed satellite orb its . The auto and cross-covar lances of ii could
then be computed rigorously, and this is a major contribution of this study . The
prediction of anomalies using these covariances , and the fl values, follows fro m
equatIons (2.19) and (2. 20) .
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The numerical considerations in the prediction of anomalies have been
outlined in Section 3. 3. The actual computational strategy based on these con-
siderations has been summarized in the beginning of Section 3.4. An important
find ing Is that these procedures lead to the computation of covariances with each
anomaly separately and therefore to the pred iction of anomaly by collocation
independently of the prediction of ne ighboring anomalies . The correlation
coeffic ients between the predicted values of neighboring anomalies is almost
zero (Section 2. 6) .

We realize that because of the paucity of data, and also due to the ‘high’
noise-level of destruct doppler data , we cannot draw strong ~onclus ions from the
numerical results in Section 3.4. Nevertheless , Tables 3.4 and 3.5 clearly
demonstrate the effectiveness of the procedu res developed in this study . 50

anomalies can be recovered from the ATS-6/GEOS-3 SST doppler data with a
standard deviation of about 6 mgals. This is likely to improve fu rther with
greater dens ity of data, and with the use of ‘non-destruct’ doppler data . it
is most interesting that inspite of the limitations of the data used in this study,
the predicted 50 anor~alies are an improvement (Table 3. 6) ove r the anomalies
implied by the (30 , 28) PGS 110 field.
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Appendix

Comparison of residual range-rate f t  ( raw and smoothed data) and residual
accelerations ~% obtained in this study with those In Marsh et als. (1977). 

I

The force field and the initial state vecotra used in this study were pro-
vided by Marsh (1978), and are the same as in Marsh et als. (Ibid.). The
differences In the raw ft In this study and In Marsh et als. Is perhaps due to
the difference in applying ioncsphe r ic corrections during preprocessing. The
smoothed ft and It values were obtained by different procedures in the two -

studies. In both studies, the data was generated every 10 seconds. This has
been extracted at 1 minute Interval in the following tables. - 
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REVOLUTION 240

GEOS-3 Present Study Marsh et ale . (1977)

• Observation Time Siit,satellite Point it in cm/sec. .. I in cm/sec.

YYMMDD 1111MM SEC tAT. E.LONG Rew t5mo0th~~ 
mgals ~~w Ismoot~ nigals

750426 2306 24. 38. 4 285, 9 —0. 068 —0. 101 —0.0 —0.074 —0. 096 —0.1
750426 2307 24. 35. 4 283. 4 —0.235 —0.090 0.4 -0.242 —0.09 7 0.1
750426 2308 24. 32. 4 280. 9 —0.031 -0.059 0.7 —0.039 —0.066 0. 7
750426 2309 24. 29. 3 278. 7 0.059 —0. 009 0.9 0.050 —0.015 0.7
750426 2310 24. 26. 2 276. 5 0. 039 0.053 1.1 0.029 0.042 1.0
750426 2311 24. 23. 0 274. 5 0.052 0.115 0.9 0.042 0.103 0. 7
750426 2312 24. 19. 8 272. 5 0.200 0.149 0.1 0.189 0. 125 —0.1
750426 2313 24. 16. 7 270. 6 0. 132 0. 116 —1.0 0. 121 0.098 -0.6
750426 .2314 24. 13. 4 268. 7 0.093 0.054 -0.9 0.081 0.050 —0.7

RE VOLUTION 254

GEOS-3 Present Study Marsh et ale. (1977)
Observat ion Time Subaatellitd POint in cm/sec. j~ 

I in cm/sec.

YYMMDD 110MM SEC LAT. E. LONG Rew 18m~
thed nipis I~w frmooti ~eci mg~1s

750427 2251 24 38. 4 291. 4 -0.032 0.046 0.2 -0.038 0.033 0.1
750427 2252 24. 35.4 288. 8 0.186 0.036 —0.6 0. 180 0.021 —0.5
750427 2253 24. 32. 4 286. 4 0.009 -0.016 -1.0 0.002 -0.021 -0. 7

$ 750427 2254 24. 29.3 284. 1 0.034 —0.05 8 —0.2 0.027 —0.053 —0.3
750427 2255 24. 26. 1 282. 0 -0. 137 —0.046 0.5 -0. 145 —0.051 0.3
750427 2256 24. 23. 0 279. 9 0.031 -0.005 0.8 0.022 —0.013 0.7
750427 2257 24. 19.8 277.9 0. 100 0.036 0.5 0.092 0.023 0. 4
75042 7 2258 24. 16. 6 276. 0 0. 080 0.054 0.1 0.072 0.042 0.2
750427 2259 24. 13.4 274. 2 0. 191 0.064 0.4 0. 182 0.065 0. 4
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REVOLUTION 439

GEO S-3 Present Study Marsh ~t ale. (1977)
Observation Time Subsatellite Point in cm/eec. •. I in cm/sec.

YYMMDD 110MM SEC tAT. E. LONG Raw tSmoothed nigals Raw

750511 0041 54. 37.7 285. 9 0.060 —0.047 0.8 0.061 -0.061 0.6
750511 0042 54. 34. 7 283. 4 -0.050 —0 .034 -0.3 -0. 049 -0.040 0.0
750511 0043 54. 31. 6 281. 0 —0.072 —0 .053 —0.2 —0.072 —6.045 — 0.1
750511 0044 54. 28. 5 278. 8 0. 052 -0.041 0.6 0.053 -0.032 0. 4
750511 0045 54. 25. 4 276. 7 0. 068 0.012 1.2 0.069 0.01~ 1.0
750511 0046 54. 22.2 274. 6 0.070 0.084 1.0 0.071 0.018 0. 7
750511 0047 54. 19. 1 272. 7 0.026 0.108 -0.3 0.027 0.094 -0. 2
750511 0048 54. 15.9 270.8 0. 031 0.074 -0.6 0.038 0.077 —0.2
750511 0049 54. 12.7 268. 9 -0.044 0.052 -0.2 -0.043 0.058 —0.4

REVOLUTION 453

GEOS-3 Pre sent Study Marsh et ala . (1977)
Observation Time &ibeatellite Point 

~ii in cm/sec. .. — 

I in cm/s.c.
TYMMDD 1111MM SEC LAT. E. LONG Raw I8m00th~

I nigala Raw ISmoothed ingii~

750512 0026 34. 38. 7 292. 3 0. 041 -0.046 —0.5 0.037 -0.038 -0.5
750512 0027 34. 35. 7 289. 7 —0. 055 —0.059 0.0 -0.057 —0.059 —0.1
750512 0028 34. 32.6 287, 3 —0. 062 —0 .056 0.0 -0.064 -0.060 0.0
750512 0029 34. 29.5 285. 0 —0. 084 -0.069 —0.6 -0.086 —0.078 -0.5
750512 0030 34. 26. 4 282 .8 —0. 132 -0.105 -0.4. -0. 133 -0.100 0.0
750512 0031 34. 23. 2 280. 8 -0.055 —0.088 1.0 -.0.055 -0.070 0.8
750512 0032 34. 20.1 278. 8 0.083 —0.004 1.5 0.083 —0.007 1.0
750512 0033 34. 16. 9 276. 9 0. 188 0.069 0.8 0. 188 0.058 0.9
750512 0034 34. 13.7 275. 0 0. 182 0.103 0.3 0. 162 0.102 0.4
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